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Abstract 

Today, the use of chatbots for different functions in various industries has become a very interesting business for com-
panies. Chatbots are promising types of interfaces. It is therefore necessary to understand how customers interact 
with retailers’ interfaces in order to provide them with a better experience. In this study, we mobilise two theories, 
such as Stimilus-Organism-Response and Social Presence Theory, to formulate our research hypotheses. We have 
made major contributions to the interactive marketing and artificial intelligence literature by focusing on an emerg-
ing interactive technology: text chatbots. Our aim is to test the hedonic attributes of consumer trust in text chatbots 
by integrating the social and emotional aspects of this interaction. We also want to look at the moderating effects 
of text chatbot disclosure and task complexity. Based on the responses, we ran a questionnaire survey. A total of 353 
people were polled for data. Participants were chosen at random. The structural equation modelling technique 
was used. First, the findings revealed that empathy and friendliness are major hedonic predictors of consumers’ con-
fidence in text chatbots. Second, the results demonstrate that the chatbot’s task complexity and disclosure partially 
affect the empathy-trust relationship and the usability-trust relationship. We have made significant contributions 
to the field of interactive marketing research and artificial intelligence by focusing on new interactive technologies 
such as text-based chatbots. Our study is one of the first to look at the hedonic determinants of customer belief 
in text-based chatbots (1). All previous research has concentrated on the practical application of chatbots for digital 
customer service. The moderating effects of human-chatbot contact are investigated in our study (2). These two 
contributions make our research original. The findings give additional information that e-service providers and chat-
bot developers may utilise to improve their services, understand their effects on user experience, and provide a guide 
for strategy development and relationship building.

Keywords Artificial intelligence, Chatbot empathy and usability, e-trust, Moderating effects, Experience, Structural 
equation method

Introduction
Today, although the applications of artificial intelligence 
are still at the conceptual stage, they have not generated 
much added value. Despite this lack of practical applica-
bility, a number of projects have been launched and have 

been adopted by companies such as Adecco in various 
sectors. Intelligent customer relationship management is 
one of the main tasks of digital marketing, which must 
take advantage of chatbot technology [11].

For starters, digital communication has expanded sig-
nificantly on instant-messaging apps such as Facebook 
Messenger, WhatsApp, Snapchat, and Skype, which rep-
resents business potential. Companies should take this 
opportunity to use chatbots to improve their existing ser-
vices. Chatbot use has increased in recent years, proving 
its value in customer-business relationships [11].
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Chatbot technology is now one of the most common 
conversational agents [2]. In some sectors, communica-
tion in the form of chatbots may replicate human inter-
actions via text conversations or voice instructions, 
bringing unparalleled economic possibilities [11, 52].

As a result, the use of chatbot technology is growing 
exponentially. This is justified by the ease and accessibil-
ity of building a chatbot, the substantial developments 
in artificial intelligence, and the increased use of email 
applications [20].

A chatbot is characterised as follows: "a machine dia-
logue system that converses with human users in conver-
sational language" (Shawar and Atwell 2005, p. 489). By 
2024, the chatbot market will be worth over $9 billion 
[65]. Chatbots are among the most promising automated 
means of engagement in the retail industry. A chatbot 
is an application of artificial intelligence-powered soft-
ware for computers that simulates an interactive human 
conversation by using pre-programmed user words and 
audio or visual inputs [20].

To put it simply, chatbots are programmes that mimic 
human discussions, allowing users to connect with digital 
gadgets as if they were speaking with an actual individual 
[20, 62].

Nonetheless, many companies and brands, like eBay, 
Facebook, Amazon, and Apple, have implemented this 
technology. These companies have used chatbots to take 
orders, recommend products, or provide other services 
to customers [34]. A large proportion of customer ser-
vices are fully supported by artificial intelligence, includ-
ing chatbots [11, 57].

Similarly, in the retail sector, consumer engagement is 
important to promote interactivity and value co-creation 
and collaboration. This type of engagement is part of the 
overall customer experience. It results in cognitive, emo-
tional, and behavioural responses [20, 51].

As a result, digital marketing has benefited from sev-
eral commercial advantages provided by artificial intel-
ligence, notably text chatbots. Compared to a human 
being, chatbots always operate without negative emo-
tions and always interact with consumers in a friendly 
manner [11, 52]. Chatbots mechanise customer service 
and respond effectively to consumers, understanding 
their requests [18]. Chatbots are capable of handling 
a high number of consumer conversations at the same 
time, which increases customer service efficiency. The 
advantage of chatbots is that they can interact with con-
sumers in a friendlier way than traditional employee-
based customer service [32]. The psychological state of 
human beings changes, but with chatbots, it is always 
positive. Text chatbot adoption can provide various com-
mercial benefits to businesses. However, the issue may 
be with consumers who are uncomfortable speaking to 

a computer about their own personal wants or purchase 
decisions [11].

Similarly, consumers may perceive text chatbots as less 
trustworthy than human beings and may also have the 
discrimination that an announcement with a machine 
lacks empathy and personal feelings [11]. This negative 
perception can damage the brand image of the company 
in question. To overcome this problem, companies are 
invited to judiciously apply text chatbots to offer bet-
ter customer service. They are being asked to facilitate 
complex tasks and increase the efficiency of chatbots to 
respond easily to customer requests.

In short, studies in the commercial sector based on 
artificial intelligence are recent and rare. We can cite 
examples of studies on robots [21], others on machines 
[69], and chatbots [11, 52].

The findings of these studies suggest that computer 
programme qualities correspond via empathy and usabil-
ity [21], which have an important effect on consumers’ 
perceptions and making choices [23], intent to buy [56], 
and intent to use [21]. Other qualities were removed, 
such as chatbot resistance, chatbot dependency, chatbot 
transparency, and task complexity. These studies also 
neglected the client-supplier relationship’s emotional and 
social components.

The customer-user emotional association arises when, 
as a consequence of a human–computer contact, the 
consumer experiences social pleasure (feelings of being 
heard, understood, and taken into consideration) [20]. 
When the shop offers social support through a high-
quality electronic service that aligns with the motiva-
tions of its customers, this sensation is produced. The 
customer moves on to the engagement stage after having 
an emotionally resonant encounter that demonstrates a 
sense of belonging. This collaboration results in positive 
engagement, the creation of values, effective merchant 
performance, and eventually customer intentions and 
behaviour [20].

The concept’s importance to academics and practition-
ers is justified by the concept’s fast evolution. The way 
consumers interact with companies has been entirely 
redesigned, and businesses today have a plethora of 
alternatives for interacting with their customers using 
chatbots.

Despite earlier research’s good views on chatbot use 
in digital marketing, there is still a scarcity of empirical 
evidence on consumer behaviour. Aspects were not taken 
into account in earlier research. The adoption of some 
trust measures for chatbots has been abandoned. The 
test of moderating effects was also neglected. We address 
these methodological and practical flaws in our work.

Our research adds significantly to the body of literature 
on digital marketing and artificial intelligence by focusing 
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on text chatbots, a new interactive technology. We are 
doing one of the first empirical studies on the elements 
that determine consumer trust in text chatbots. Previous 
research has only looked at the utilitarian use of chatbots 
for online customer service.

Our study (1) is one of the initial empirical investiga-
tions on the elements that affect text chatbot user trust. 
Previous research has only looked at the utilitarian use of 
chatbots for virtual customer service. Our study looks at 
the moderating impact of human-chatbot conversation 
(2). These two contributions make our research unique.

The purpose of this semi-human encounter is to evalu-
ate the hedonic aspects of confidence among custom-
ers in text chatbots. to research how job complexity and 
text chatbot disclosure affect consumer confidence in 
text chatbots. In general, we recommend the following 
research questions:

1. What effect does empathy have on consumer trust in 
chatbots?

2. What effect does usability have on consumer trust in 
chatbots?

3. What are the implications of chatbot disclosure with 
task complexity on the moderating effects?

The synopsis of this chapter is provided below. First, a 
review of earlier studies on the main concepts discussed 
follows. The theoretical underpinnings, rationales for the 
research hypotheses, a suggested method, and the results 
that were uncovered are then presented. The debate will 
then conclude with some ramifications.

Literature review, theoretical framework, 
and hypothesis development
Theoretical foundation
We used two theoretical frameworks to solve our issue 
and clarify our research conceptual model, which 
included the "Stimulus-Organism-Response" theory SOR 
plus the "theory of social presence."

The very first is the Stimulus-Organism-Response the-
ory (S.O.R.), proposed by Mehrabian and Russell in [55] 
and revised by Jacoby [43]. Individuals respond to envi-
ronmental cues by engaging in specific behaviours [46]. 
People’s responses and behaviours can be separated into 
two categories: approach behaviours (such as choosing, 
exploring, and acting) and avoidance behaviours (such as 
seeking, resisting, and negatively reacting) [50].

Several scenarios have been utilised to exemplify the 
Stimulus-Organism-Response (S.O.R.) hypothesis, such 
as the use of the internet [58], shopping on the internet 
[25], retail [68], the tourist sector [50], and e-commerce 
[20]. The "S.O.R." notion is widely supported in the latter. 
This notion has acquired popularity as a psychological 

framework for studying consumer behaviour in this set-
ting [9, 20, 29, 79].

Similarly, Eroglu et  al.’s [25] research reveals that the 
natural environment and atmospheric signals that may 
be used to predict future events on a digital platform 
(S-stimuli) may have an influence on customers’ cogni-
tion or emotions (O-organism), which in turn may have 
an impact on their behavioural outcomes (R-response). 
This technique is also supported by our study. The S.O.R. 
theory was used to describe the customer behaviour and 
mental processes associated with the usage of text chat-
bots in the environment of e-commerce.

The "S.O.R." hypothesis has three parts: stimulus, 
organism, and reaction [20, 46]. These three compo-
nents can be replaced with others that work similarly, 
including "Input-Response-Output" (Stimu-lus = input 
/ Organism = response / Response = output). Stimuli, as 
described by Jacoby [43], are environmental elements 
that drive individuals to pay careful attention and get 
aroused [24]. In our study, "stimulus" has been defined 
as the text chatbot’s distinctive traits that would capture 
customers’ attention, such as empathy and friendliness.

The "agency" component might be characterised as 
the individual’s emotional and cognitive states, as well 
as their process of interacting with inputs and reactions 
inadvertently [20, 43]. The agency examines both cogni-
tive and emotive components of the customer’s engage-
ment with text chatbots in this situation. The consumer’s 
trust in text chatbots was the agent responsible for these 
cognitive processes and affective evaluations in our study.

The S.O.R. hypothesis’s final component is the "reac-
tion." Donovan and Rossiter [22] define it as "the effects 
of an individual’s behaviour on their environment." 
These impacts, responses, and actions may have good or 
negative consequences. People frequently respond posi-
tively to their surroundings, as seen by their proclivity 
to remain, investigate, and participate [4, 20]. People’s 
willingness to respond negatively might be interpreted 
negatively. In our study, we will examine customers’ 
favourable and unfavourable responses to text chatbots 
by taking into consideration work difficulty, chatbot reli-
ance, chatbot resistance, & chatbot disclosure.

The second hypothesis is the notion of social presence. 
We used this social theory to investigate why there is lit-
tle human warmth in online interactions, because social 
presence influences how people behave [11, 36]. Despite 
technological and artificial intelligence capabilities, 
human warmth may still be important [37]. There is cur-
rently limited knowledge on how social presence influ-
ences communications connecting people and chatbots 
[2, 11]. This information gap is filled by our research.

According to the theory of social presence, consum-
ers look for the social aspect of their technological 
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interactions, especially when they have a problem. To 
solve this problem, the consumer seeks interaction with 
a human being to find a solution. According to the the-
ory’s predictions, social presence impacts interactions 
between humans and technology. This effect is significant 
because it assists and encourages customers to utilise 
chatbot technology and benefit from the social compo-
nent of interacting with a real person.

Employing the social presence theory, we use the close-
ness and promptness of the answer in our study to meas-
ure the consumer’s impression of the text chatbot as a 
genuine person. We try to understand how the proxim-
ity and immediateness of the conversational design influ-
ence consumer trust.

In short, the Stimulus–Organism–Response (S.O.R.) 
theory shows that individuals react to environmental fac-
tors and act in specific ways. The above hypothesis has 
been confirmed in several fields. This theory has been 
adopted in this context as a psychological theory for 
studying consumer behaviour.

While social presence affects the behaviour of individu-
als, we have used this social theory to explore the lack of 
human warmth in online transactions. Regardless of the 
potential benefits associated with technology & artifi-
cial intelligence, human warmth may still be important. 
Research into the effect of social presence on human-
chatbot interaction is still scarce. Our study fills this 
research gap.

Having set out the basis of our research, we now move 
on to present the concepts and the relationships between 
them.

Chatbot fundamentals
Let’s start by defining chatbots. The definition of a chat-
bot given by Hatwar et  al. [38] is "software agents that 
replicate an entity, typically a human counterpart, that is 
vague or explicit, with which the user can communicate in 
a discussion (written, spoken, or mixed)".

Artificial intelligence-powered chatbot programmes 
incorporate one or more languages spoken by humans 
into their conceptualizations [49]. It is a human-chatbot 
interaction (Dandison et  al. [74]. Interactions and chats 
are viewed as user input that must be handled in accord-
ance with particular corporate standards and processes. 
As a result, "bots" are artificial intelligence-focused usage 
behaviours that are user-focused. The international mar-
ket for automation, robots, and computers is rapidly 
developing [74]. Because cost-cutting is a top aim for all 
organisations, corporations may build a bot in roughly 
half the time it takes to build a normal mobile applica-
tion. Because strong platforms do not require expensive 
servers, bots may be created and maintained for around 
half the expense of mobile apps [74, 78].

Our findings complement previous research on com-
mercial chatbots [2, 12, 74]. We assess past studies on 
user involvement, perception, and behaviour utilising 
text chatbots [13]. Text chatbots, according to Brandt-
zaeg and Flstad [7], Dandison et al. [74], may be viewed 
as a more personal source of interaction that contains 
and transmits social value. Our research relies on this 
social connection paradigm. In this study, we used 
hedonic determinants of trust in text chatbots. We also 
look at moderating effects.

As was previously mentioned, the Stimulus-Organism-
Response hypothesis serves as the foundation for our 
conceptual research strategy. The distinctive features 
of a text-based chatbot are considered stimuli. In order 
to draw in customers, a chatbot driven by an electronic 
device may be seen as realistic and human [33]. Realistic 
and human-like chatbots, on the other hand, will have a 
significant influence on how useful people think them to 
be. Businesses have used artificial intelligence in e-com-
merce and digital advertising in the manner of text chat-
bots that can react to client requests autonomously [47]. 
This form of chatbot is becoming more popular in online 
buying. Some individuals may believe that a text chatbot’s 
service to customers is friendlier than that of a traditional 
human customer service worker.

Consumers will be more satisfied when dealing with 
human-like machines, based on the social presence 
assumption [6]. However, some users believe chatbots are 
too impersonal and typically provide tight or standard 
replies. This study’s major focus is on whether empathy 
and accessibility, two text chatbot traits, increase con-
sumer trust in chatbots.

Chatbot empathy
Empathy is described initially as "the ability to compre-
hend, recognise, and react to the thoughts, feelings, behav-
iours, and observations of others" [60, p. 1366].

Empathy is a multidimensional notion that involves 
both cognitive and emotional responses [11, 21, 66]. In 
information systems, empathy is defined as "the quali-
ties required for effective relationships among consumers 
and robots" [3]. Czaplewski et al. [16] consider empathy 
to be one of the dimensions of service quality supplied by 
an online business.

Professional staff members are traditionally taught to 
constantly be sympathetic and offer solutions to resolve 
customers’ problems. The viewpoint of the customer 
must constantly be considered. Similar to this, some text 
chatbots for e-services have been developed to automati-
cally address customer demands. When a chatbot has an 
elevated degree of empathy, it can effectively recognise 
client wants and give useful solutions to their difficulties. 
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Then, it is quite possible that consumers would have a 
good perception of the text chatbot’s services [11].

Chatbot friendliness
Employees are typically taught to interact with custom-
ers in a courteous manner and project positive emotions 
[73]. Employees that are friendly and helpful to consum-
ers increase their view of the service’s quality and make 
customers happy [10, 11].

According to Pugh [67], clients will be more happy with 
their experience if staff members express more positive 
attitudes. This will encourage consumers to return and 
generate positive word-of-mouth.

According to prior studies, users provided high evalu-
ations on the effects of usability and trust when it comes 
to consumer acceptance of robots [31]. When a customer 
uses a text chatbot to communicate with a business, it 
improves their mood and perception of the business and 
the brand in question [11, 73].

Trust in the chatbot
The organisation, which is an additional element of the 
"S.O.R." hypothesis, will now be discussed. When it 
comes to placing confidence in the text chatbot, indi-
vidual cognitive abilities are reflected in the organism’s 
cognitive and emotional emotions. We trust others 
because of their emotions and sentiments. According to 
Hoff and Bashir [39], how others see us is the foundation 
for developing trust. Before deciding whether or not to 
put their confidence in the text chatbot, which is known 
as the "agency" in this study technique, the customer 
goes through a method of creating trust based on their 
sentiments.

A different sense of trust is "the willingness of a person 
or administration to be exposed to a third party" [11, 40, 
53]. Typically, trust research has concentrated on inter-
personal relationships. Trust has been studied in a variety 
of disciplines, spanning economics, sociology, psychol-
ogy, and computer systems [8, 11, 26].

Because of advancements in human–robot interac-
tion, e-trust is now critical in characterising how people 
engage with technology [11, 39]. To address this gap, our 
study focuses primarily on consumers’ faith in the text 
chatbot during the e-purchasing process.

Existing research has used capability, honesty, and 
compassion as predictors of electronic trust [44]. How 
humans and autonomous machines interact influences 
users’ emotions of trust [82]. According to the social 
presence theory, the bulk of human–computer interac-
tions are social [1, 11, 61].

Consumers frequently regard these computers as 
social agents, despite the fact that they have no connec-
tion to human sentiments or experiences. Customers will 

respond to these computers similarly to how they react 
to people [1, 42]. Users’ perceptions of robots, according 
to Blut et al. [6], boost enjoyment and enhance human–
robot interaction. Finally, Cheng et al. [11] revealed that 
chat-bot customer feedback explains chatbot confidence.

Usability and empathy are the two main factors that 
influence consumer trust in text chatbots, as was already 
mentioned. Consumers would interact with text chatbots 
more favourably if they were kind and empathic, accord-
ing to the Stimulus-Organisation-Response theory with 
the social presence theory. As a result, we may express 
the following hypotheses:

H1: Empathy positively influences consumers’ trust in 
the text chatbot.

H2: Friendliness positively influences consumers’ trust 
towards the text chatbot.

Moderating impacts of chatbot disclosure and task 
complexity
Task complexity
The primary goal of an e-commerce platform’s customer 
care is to assist customers in finding solutions to their 
problems during the purchasing process. This service is 
made to satisfy clients’ needs during the pre-, during-, 
and post-purchase phases [11, 51, 80].

Consumers may need to identify their needs during the 
pre-purchase phase, gather more information, and decide 
whether the product will satisfy their needs. At this point, 
the text chatbot’s goal is to inform customers about spe-
cific products and aid in their decision-making. This is 
accomplished by providing answers to queries regarding 
the specifics, capabilities, or tactics of the product itself.

The second stage, known as the purchase stage, is when 
the consumer chooses, orders, and makes payment. The 
duration of this stage of the customer-chatbot engage-
ment may be less than that of the previous two.

The consumer’s attention is mostly focused on engage-
ment or after-sales service requests during the third 
stage, the post-purchase stage. In this stage, the con-
sumer-point-of sale interaction includes decisions about 
repeat purchases, service requests, returned goods, and/
or various types of participation [77]. In this step, which 
has the potential to be trickier than the previous two 
stages, the text chatbot plays a crucial role.

The technology must satisfy the needs or requirements 
of the consumer for particular jobs, according to Blut 
et  al. [6]. When the technology is able to accommodate 
the customer’s particular wants, the encounter will be 
more enjoyable. The qualities of the tasks that chatbots 
handle should be the main focus. The link between text 
chatbot qualities and customer intent can be moderated 
by task attributes, in accordance with the task-technology 
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fit theory. We draw a conclusion about how task com-
plexity affects consumer behaviour.

There are consequences of task complexity that have 
been looked into in earlier research. These outcomes 
come in many forms: task and team performance, for 
example (Bjorn and Ngwenyama [5, 19]. Complex tasks 
are involved in each stage of the consumer experience. 
Task complexity was used in our research to better assess 
consumer trust in chatbots. The customer requires assis-
tance when the task is complicated. As a result, we can 
state the following about our third theory:

H3a: Empathy positively influences consumers’ trust 
in the text chatbot in a weaker way when the task is 
complex.

H3b: Usability positively influences consumers’ trust 
in the text chatbot in a weaker way when the task is 
complex.

Chatbot disclosure
According to Davenport (2019), increasing system disclo-
sure or adoption as much as possible is a way to increase 
consumer trust. Being informed about the identity of the 
chatbot is the user’s right [52]. Text chatbots should logi-
cally identify themselves as machines before interacting 
with and conversing with customers [11, 52].

The text chatbot will introduce itself to the customer at 
the beginning of the encounter by employing introduc-
tory language for the product, service, or brand. Custom-
ers who are aware that they are talking with a text chatbot 
rather than a live person would greatly benefit from the 
empathy and friendliness of text chatbots due to their 
empathic, pleasant, and convivial service. As a result, we 
may state the following about our fourth assumption:

H4a: Empathy positively influences consumer trust in 
a stronger way once the identity of the text chatbot is 
disclosed.

H4b: Friendliness positively influences consumer trust 
in a stronger way once the identity of the text chatbot is 
disclosed.

Hypotheses References

H1: Empathy positively influ-
ences consumers’ trust in the text 
chatbot

Zotowski et al. [82], Adam et al. [1]

H2: Friendliness positively 
influences consumers’ trust 
towards the text chatbot

Zotowski et al. [82], Cheng et al. [11]

H3a: Empathy positively influences 
consumers’ trust in the text chat-
bot in a weaker way when the task 
is complex

Lemon and Verhoef [51], Cheng 
et al. [11]

H3b: Usability positively influences 
consumers’ trust in the text chat-
bot in a weaker way when the task 
is complex

Van Doorn et al. [77], Blut et al. [6]

Hypotheses References

H4a: Empathy positively influences 
consumer trust in a stronger way 
when the identity of the text 
chatbot is disclosed

Davenport (2019), Luo et al. [52]

H4b: Friendliness positively influ-
ences consumer trust in a stronger 
way when the identity of the text 
chatbot is disclosed

Davenport (2019), Cheng et al. [11]

Figure 1 summarises our conceptual model, which con-
sists of numerous hypotheses.

Design methodology
We conducted a validation test on our theoretical model. 
Because of the repetitive tasks required, text chatbots 
are more likely to be used by online airlines. We used an 
experimental technique in order to comprehend how the 
text chatbot’s usability and empathy increase customer 
trust in the chatbot. To investigate how chatbot disclo-
sure and task complexity change these relationships.

Zikmund [81] employed random sampling to locate 
participants. Our sample consisted of passengers experi-
enced at foreign airports. Participation required a What-
sApp account that demonstrated communication with an 
airline’s text chatbot.

Participants were asked about their impressions of their 
conversations via the text chatbot. The survey contained 
questions about using the text chatbot, demographic 
questions, and finally, questions about the research con-
cepts. In all, 353 people took part in this study, and 328 of 
them returned valid surveys. All 25 surveys were unable 
to be used due to a lack of data. Before the main experi-
ment, a pre-test was performed to ensure that the change 
functioned as expected. The data received for our study 
is private and anonymous for ethical reasons. The demo-
graphic information for the participants is presented in 
Table 1.

Instruments for measurement
To assess the variables in our model and ensure the valid-
ity and reliability of the measures, we used 5-point Likert-
type multi-item scales (1 = strongly disagree, 5 = strongly 

Friendliness

Empathy

Trust towards 
the Chatbot 

Task complexity 

Disclosure of the 
chatbot

H1 

H2 

H3 a H3 b 

H4 a H4 b 

Fig. 1 The conceptual foundation for the study
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agree) [63]. The use of measurements that have been 
assessed in a range of settings and languages ensures the 
robustness of the scales employed in this investigation. 
We changed a couple of the measuring scales’ elements 
to match the theme of our research.

The empathy variable was measured using four ques-
tions based on research by [11, 12, 16, 21]. Usability was 
evaluated using the Tsai and Huang [73] scale (4 items). 
Morgeson and Humphrey’s [59] assessments were used 
to develop the task complexity measure (4 items). The 
disclosure measure (2 items) was created using research 
from [45, 52, 70]. The scale [15, 27] was used to assess 
trust.

Results
Construct validity and reliability
We were able to discover the structure of the correla-
tions between the survey questions we employed by 
using principal component analysis (PCA). The PLS 3.0 
software was used. Based on the evaluation of the many 
shared characteristics and the factorial weight of each 
item, we elected to keep all of the items from the meas-
uring scales used since all of the commonalities are less 
than 0.5 [28].

The correctness of our observations was confirmed 
once more by Cronbach’s alpha values that were greater 
than the prescribed value of 0.7 (Table  2). The average 
variance extracted (AVE) values are also more than the 
recommended value of 0.05, ensuring that the model has 
converging validity [35]. Furthermore, the AVE values in 
Table  3 are bigger than the squared values of the inter-
construct connections, demonstrating the discriminant 
validity of the constructs [30].

Table 1 Shows the demographic characteristics of the 
participants

Measuring elements Category Frequency %

Gender Male 198 60.36

Female 130 39.63

Age  < 25 78 23.78

26–30 93 28.35

31–35 99 30.18

 > 36 68 20.73

Experience with the text 
chatbot

Low experience 12 3.65

Medium experience 136 41.46

High experience 180 54.87

Table 2 Reliability and convergent validity of measures

VIF = Variance Inflation Factor = ***p < 0.001

Constructs Items VIF (< 10) Factor loadings 
(> 0.7)

Cronbach’s α (> 0.7) Average 
variance 
extracted (> 0.5)

“Empathy” E1 4.259 0.963*** 0.925 0.716

E2 4.236 0.915***

E3 4.023 0.984***

“Friendliness” F1 5.874 0.843*** 0.847 0.714

F2 5.987 0.826***

F3 5.641 0.817***

“Task complexity” TC1 1.147 0.718*** 0.947 0.963

TC2 1.693 0.793***

TC3 1.574 0.792***

“Disclosure of the chatbot” DC1 1.012 0.739*** 0.869 0.852

DC2 1.816 0.713***

“Trust toward the chatbot” T1 2.645 0.874*** 0.861 0.716

T2 2.643 0.856***

T3 2.561 0829***

Table 3 The constructs’ discriminate validity

* The diagonal values represent the AVEs and the other values represent the 
squares of the inter-construct correlations

“Constructs” E F TC DC T

Empathy 0.716*

Friendliness 0.707 0.714*

Task complexity 0.699 0.701 0.963*

Disclosure of the chatbot 0.645 0.683 0.785 0.852*

Trust toward the chatbot 0.633 0.656 0.712 0.720 0.716*
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Because the Variance Inflation Factor (VIF) findings 
are all below the suggested values at the threshold of 
10, indicating acceptable dependability, the analysis 
found no difficulties, and the multi-linearity was veri-
fied [41]. The VIF test results show that multi-coline-
arity is not a major issue in the present research [72] 
(Table 4).

Discussion
To test our hypotheses, we find that empathy 
accounts for 61% of a customer’s trust in a text chat-
bot (R2 = 0.61), demonstrating their strong explana-
tory power. Empathy has a notably positive influence 
on customer confidence in the chatbot (β = 0.560, 
t = 24.41, p 0.005). These data support hypothesis H1 
by demonstrating that empathy is a necessary prereq-
uisite for client confidence in the text chatbot.

Similarly, usability (R2 = 0.59) explains 59% of cus-
tomer trust in the chatbot, exhibiting its significant 
explanatory power. User confidence in the chatbot is 
positively influenced by usability (β = 0.500, t = 23.47, 
p 0.005). These data support hypothesis H2 by demon-
strating that usability is an important determinant of 
customer confidence in text chatbots.

Moderating impacts of task complexity and chatbot 
disclosure
In order to test the stability of this model, we employed 
the moderator effect function using Smart Partial Least 
Squares "PLS" 3.0 to further investigate its impact on the 
correlations among empathy/usability and client confi-
dence in the chatbot. We found task complexity and the 
disclosure of text chatbots to be potential moderators. 
These paths are only partially validated, as the data clearly 
demonstrate. As a result, the complexity of the assign-
ment and the chatbots’ disclosure both partially modify 
the association between empathy and trust as well as the 
relationship between usability and trust. Hence, we can 
affirm again that the suggested model is stable and reli-
able. The H3(a,b) and H4(a,b) hypotheses are therefore 
partially accepted. Tables  5 and 6 provide the complete 
results, which are as follows:

Robustness test
Further investigation is required to ensure the trustwor-
thiness of the key conclusions reached. We wish to do 
an additional analysis to better examine and corroborate 
our acquired results. This move was primarily motivated 
by the complexities of the linkages connecting the vari-
ables in our research model. To that end, and in order to 
successfully validate the results reached from our model, 

Table 4 Results of research hypothesis testing

Hypotheses R2 Coef. (β) Std. error t-value p-value Supported 
(Y/N)

Empathy → Trust to the chatbot 0.61 0.560 0.047 24.41 0.001 Y

Friendliness → Trust to the chatbot 0.59 0.500 0.032 23.47 0.003 Y

Table 5 Outcomes of the task complexity’s moderating effects

* Significant to p < 0.05; **p < 0.01, ***p < 0.001

Moderating effects Path coefficients t-value Results

(Threshold value) (> 1.96)

Empathy → Trust toward the chatbot 0.026* 1.82 Not significant

Friendliness → Trust toward the chatbot  − 0.079*** 3.04 Significant

Table 6 Outcomes of the chatbot disclosure’s moderating effects

* Significant to p < 0.05; **p < 0.01, ***p < 0.001

Moderating effects Path coefficients t-value Results

(Threshold value) (> 1.96)

Empathy → Trust toward the chatbot  − 0.156* 2.47 Significant

Friendliness → Trust toward the chatbot 0.187*** 2.73 Significant
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we want to apply the "blindfolding" test to examine the 
impact of external variables on the model’s performance. 
This technique evaluates the predictive utility of each 
concept by analysing changes in the criteria estima-
tions (Q2) (Hair et al. 2017). Customer trust in the chat-
bot (Q2 = 0.425), which has an index that is significantly 
larger than zero, has a fair predictive relevance, based on 
the Stone-Geisser blindfold test (Q2) finding [71].

Conclusion
The current study improved previous studies by inves-
tigating the function of text chatbots in understanding 
customer behaviour in an e-commerce company. The 
moderating effects of job complexity and disclosure of 
chatbot use, as well as the impacts of empathy and usa-
bility on customer trust in the text chatbot, were also 
emphasised. We used two theories to construct hypoth-
eses and correlations between variables in our study 
model: the Stimilus-Organism-Response theory & the 
social presence theory.

The goal of this research is to test the elements that 
impact customer confidence in text chatbots. Also, to 
assess the moderating effects of task complexity with text 
chatbot disclosure, in order to respond to our research 
questions, we provide the important findings of our study 
and compare them with other findings in the literature. 
Our analysis yielded the following conclusions:

First, empathetic and friendly text chatbots have a 
favourable impact on their users’ trust. This result spe-
cifically backs up those of Cheng et al. [11]. This finding 
demonstrates how significant these two effects are. As a 
result, customers’ judgements of text chatbot friendliness 
and empathy are both positively connected with their 
degree of confidence in the chatbot. Even if the effect of 
usability is large, empathy has a stronger positive impact 
on trust than accessibility. Customers favour text chat-
bots over other forms of technology since they can better 
grasp their needs and points of view. As a result, for suc-
cessful and long-lasting contacts, the e-customer service 
provider’s empathy is crucial.

The connection between empathy/usability and chat-
bot consumer trust, as well as the moderating effects of 
task difficulty and textual disclosure of the text chatbot, 
were also explored. The results show that task difficulty 
has a negative moderating effect on the relationship 
between usability and customer confidence in the chat-
bot, making usability’s favourable influence on consumer 
trust smaller when the consumer’s job is tough. However, 
job complexity has little effect on the link between empa-
thy and client trust in the chatbot. This finding might be 
explained by the fact that, if the task at hand is complex, 
clients may be more interested in the chatbots’ profes-
sionalism and problem-solving abilities than in their 

attitudes or customer service approaches. According to 
the findings, chatbot disclosure positively moderates the 
association between usability and customer confidence 
in text chatbots; however, it negatively modifies the rela-
tionship among empathy and trust. This discovery backs 
up Cheng et al.’s [11] findings. This discovery emphasises 
the significance of these two effects.

Implication societal
Corporate social responsibility is an important issue 
these days. Corporate social responsibility has several 
dimensions: environmental, social, ethical, and eco-
nomic considerations. Corporate social responsibility is 
an organisation’s deliberate support for its community. 
In our study, social responsibility has a technological 
dimension that serves society quickly and at all times.

Theoretical implications
Our research adds several new theoretical concepts to 
this field. To begin, although the Stimilus-Organism-
Response Theory plus the Social Presence Theory are 
normally employed in conventional commercial scenar-
ios, our study blended these two theories and incorpo-
rated a text chatbot in an electronic commerce setting.

The Stimilus-Organism-Response hypothesis is vali-
dated by our study in the context of electronic commerce, 
and it also makes a contribution to the research on the 
influence of text chatbot qualities on the development of 
consumer trust.

Finally, the conceptual framework of this research adds 
to the body of knowledge in the fields of information sys-
tems, electronic commerce, and digital marketing.

Fourth, our research has progressed to investigate the 
impact of e-service features, job difficulty, and text chat-
bot disclosure as variables that limit the formation of 
customer trust.

Finally, artificial intelligence-based chatbots are a 
brand-new, developing technology that offers several 
benefits to both organisations and customers. As a con-
sequence, this study contributes to our knowledge of the 
constraints and factors impacting observed consumer 
behavioural responses.

Managerial implications
Our research has several managerial implications for 
businesses that offer electronic customer service as well 
as for companies that create business technologies. Busi-
nesses in the internet commerce industry employ artifi-
cial intelligence and automated robots on a regular basis. 
To enhance the consumer and/or brand experience, all 
online businesses, including shops, virtual outlets, and 
online service providers, must engage with their consum-
ers automatically. Our research revealed the benefits of 
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text chatbots as an automated form of communication 
between clients and businesses.

Our research helps to understand how people per-
ceive the text chatbot in a business setting, as well as 
their motivations for resisting it and their behavioural 
responses. The company’s competitive position improves 
in relation to its rivals by using the text chatbot in a well-
designed and thoughtful manner. When dealing with a 
person and a chatbot, it is critical to keep the human fac-
tor in mind since it influences the customers’ satisfaction, 
purpose, and future behaviour.

The findings of our study lead us to recommend that 
e-service providers and technology creators stream-
line and customise text chatbot practices. Principally, 
consumers’ perceptions of the text chatbot are severely 
impacted by the task’s intricacy. Attempt to establish 
good contact between the chatbot-using business and its 
clients. This interaction must give an accurate and quick 
answer to the customer’s demands (information requests, 
orders, availability, payments, and so on) while also pro-
viding a friendly, welcome experience for the user. The 
usage of text chatbot technology allows the user firm to 
respond to consumer queries in a helpful manner, hence 
improving the customer and/or brand experience.

The business that employs text chatbot technology is 
required to recognise the machine. Consumer views of 
the disclosure have a direct impact on how confident they 
are in the text chatbot and the firm in question. Con-
sumer trust should receive special consideration because 
it is a key factor mediating the association connecting 
consumers’ perceptions and their attitudes, intentions, 
and future behaviours.

Limitations and potential research directions
Despite these advances, this study contains limitations 
that will need to be addressed in future studies on the 
issue. The first constraint is related to the survey data 
and sample size employed. The sample for this study is 
entirely composed of travellers. The sample size is mod-
est enough to allow for structural equation analysis. The 
study’s setting may have an influence on the conclusions’ 
generalizability to other industries or circumstances. It 
would be fascinating to replicate the study with a larger 
sample size and a different data gathering approach to 
confirm the results, which would yield major hints.

The survey field is connected to the second constraint. 
Only a fictional activity and a mock purchase were 
required of the participants. To ensure that the findings 
are as valid as possible, it would be fascinating to repeat 
this study using information from encounters with a vari-
ety of real firms.

The third limitation of our research is the use of only 
two chatbot technological qualities, including usability 

and empathy. It would be intriguing to test other features, 
like the chatbot’s intelligence.

The fourth constraint is that we are able to validate our 
research model within the air transport and e-commerce 
sectors. More research in many domains, including eco-
nomics, health, agri-food, and so on, is suggested in order 
to apply the findings.

In this study, we investigated the moderating effects 
of task complexity on text chatbot disclosure. To study 
if customer sentiment towards the chatbot changes, for 
example, according to different degrees of participation, 
we recommend introducing additional moderating fac-
tors such as product type and amount of involvement.

Furthermore, the suggested theoretical framework 
makes no claims to be accurate and may be enhanced 
upstream and downstream by other factors such as the 
chatbot’s perceived trustworthiness and the co-creation 
of additional benefits for the company via the use of chat-
bot technology.

In short, this study aims to advance previous research 
by investigating the role of text chatbots in explain-
ing consumer behaviour in the e-commerce sector. Our 
investigation is one of the first empirical investigations 
into the hedonic determinants of consumer trust in text 
chatbots (1). Previous studies have investigated the utili-
tarian use of chatbots solely for online customer service. 
Our study tests the moderating effects of human-chat-
bot interaction (2). These two contributions make our 
research original.

The results showed that empathy and friendliness are 
the essential hedonic background of consumer trust in 
the text chatbot. Also, the results showed that the empa-
thy-trust relationship and the usability-trust relationship 
are partially moderated by the chatbot’s task complexity 
and disclosure. The findings give extra important infor-
mation for e-service providers and chatbot developers to 
enhance their quality, comprehend their effects on user 
experience, and serve as a reference for designing strate-
gies and establishing long-term connections.
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