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Abstract 

In the last decade there has been a large increase in corporate and public reliance on social media for information, 
rather than on the traditional news and information sources such as print and broadcast media. People freely express 
their views, moods, activities, likes/dislikes on social media about diverse topics. Rather than surveys and other struc-
tured data gathering methods, text data mining is now commonly used by businesses to go through their unstruc-
tured text in the form of emails, blogs, tweets, likes, etc. to find out how their customers feel about their company 
and their products/services. This paper reports upon a study using Twitter (recently renamed to “X”) data to determine 
if meaningful and actionable information could be gained from such social media data in regard to pandemic issues 
and how that information compares to a traditional survey. In early 2020, the COVID-19 pandemic hit and forced 
colleges to move classes to an online format. While there is considerable literature in regard to using social media 
to communicate geo-political issues and in particular pandemics, there is not a study using social media to explore 
public sentiment in regard to COVID’s forcing online education upon the public. In this study, text data mining 
was used to gain some insight into the feeling of Twitter users in regard to the effect of COVID-19 and the switch 
to online education in colleges. This study found that Twitter data mining did produce actionable information similar 
to the traditional survey, and the study is important since its results may influence organizations to explore the use 
of Twitter (and possibly other social media) to obtain people’s sentiments instead of (or in addition to) traditional 
surveys and other traditional means of gathering such information. This paper demonstrates both the process of text 
data mining social media and its application to current real-world issues.
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Introduction
In March of 2020, COVID-19 forced colleges to shut 
down their physical campuses and transition classes to 
an online format. While there is considerable literature 
in regard to using social media to communicate issues 
regarding COVID and such pandemics, there is not a 
study using social media to explore public sentiment in 
regard to COVID’s forcing online education upon the 

public. This study is relevant and important since its 
results may influence organizations to explore the use of 
Twitter (and possibly other social media) to obtain peo-
ple’s sentiments instead of (or in addition to) traditional 
surveys and other traditional means of gathering such 
information. For our study here, the main research ques-
tion is:

• Can valuable and definitive sentiment information be 
obtained from Twitter comparable to what might be 
obtained from a traditional survey?*Correspondence:
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Our other research questions are:

• Are people’s sentiments positive or negative in regard 
to moving to online education due to COVID?

• Did people’s sentiments change from the time 
schools ceased physical operation and moved to 
online education to the time when the next semester 
started in the late summer of 2020?

In the general field of text data analytics, there is an 
interesting area called “sentiment analysis.” This analysis 
is mostly used by companies to go through their emails, 
blogs, Facebook posts and likes, Twitter tweets, etc. to 
find out how their customers feel about their company 
and their products/services. It is also broadly used in 
business to analyze supply chain operations to find ways 
to improve practices.

As the COVID outbreak progressed, traditional commu-
nication media were employed first to survey the spread 
such as print, email, telephone, and broadcast based com-
munication [18]. However, in the last decade there has 
been a large increase in corporate and public reliance on 
social media for information, rather than on the traditional 
news and information sources such as print and broadcast 
media. On social media people freely express their views, 
moods, activities, likes/dislikes on social media about 
diverse business, political and social phenomena.

Today many businesses also use social media to pro-
mote their products and services and share company 
information. Users of products and services share their 
experiences and reviews over social media thus provid-
ing a large and rich pool of information in the form of 
unstructured text. As a result, this pool of information 
has become a valuable source for conducting research.

In this research paper, the focus is on Twitter (recently 
renamed to “X”) data. Twitter data in the form of tweets 
have been widely used in text data mining applications 
for a variety of social, political, and business purposes [3, 
26, 30]. Twitter tweets have also been used in healthcare 
and medical businesses and specifically for crisis situa-
tions including use in pandemics [4, 7, 12, 17, 20, 22, 23, 
34].

Twitter service
Twitter service (or the Twitter App) is a social media 
platform that permits authenticated users to compose 
and send brief messages known as "tweets." Users can 
also receive tweets from other users. A tweet is a text 
string that can contain up to 280 characters, along with 
images, videos, and other multimedia content. This pro-
vides a quick and easy way to share thoughts, updates, 
news, and information. Users can follow other users and 

can also like, retweet (repost), or reply to tweets. Users 
can also use hashtags to categorize their tweets and make 
them more discoverable to other users.

Twitter dates back to 2006, when Jack Dorsey, a student 
at NYU (New York University), envisioned a new inter-
net app to send brief messages to others. He shared his 
idea with coworkers at the podcasting company Odeo, 
Evan Williams and Biz Stone, and together they launched 
Twitter [10]. The founding purpose of Twitter was to cre-
ate a microblogging application where users could post 
short messages, or "tweets," which were originally limited 
to 140 characters. The platform was initially launched as 
a simple way for people to keep in touch with friends and 
family, but it quickly gained popularity and evolved into 
a powerful communication tool for businesses and other 
organizations as well as individuals.

Twitter is run through its website or mobile app and is 
free to use. The company makes money through advertis-
ing and through the sale of data to businesses and other 
organizations. In the early years, Twitter struggled to 
monetize its platform; but after several years, it became 
one of the world’s most used social media networks, 
with millions of global users. Twitter’s real-time nature 
and ease of use made it an ideal platform for live events 
and breaking news. It was used extensively during major 
events such as the Arab Spring and the London Riots, 
and has since become a key tool for journalists, politi-
cians, and activists around the world.

Over the years, Twitter has added several features to 
enhance the user experience, including photographs, vid-
eos, and live streaming. The company has also acquired 
several other companies to expand its capabilities, such 
as Periscope for live streaming, and Vine for short-form 
video. The use of Twitter has expanded in recent years to 
become a vital tool for more applications including busi-
ness marketing.

Today many public figures, celebrities, and politicians 
have a presence on Twitter, and it has become an important 
tool for communication and information dissemination 
in many different fields. However, in recent years, Twit-
ter has faced criticism for its handling of misinformation, 
hate speech, and political propaganda on its platform. The 
company has responded by implementing new policies and 
tools to address these issues, but the challenge of moder-
ating a platform used by hundreds of millions of people 
around the world remains a difficult task. In September 
2022 Twitter’s shareholders voted to accept a purchase offer 
of about $40 billion from Elon Musk, and the company is 
now reorganizing and has been renamed to “X.”

Tweets vs text messages
Twitter tweets and text messages are often thought of 
interchangeably. Both are both forms of brief digital 
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communication, but they differ in some key characteris-
tics. Short message service (SMS), commonly called tex-
ting, and Twitter are both methods for digitally sending 
short messages. SMS is a cellular service, whereas Twitter 
is an internet service. Twitter tweets could originally con-
tain up to 140 characters now 280, while SMS messages 
can have 160.

Twitter tweets are public messages that can be read 
by anyone who has access to the internet, regardless of 
whether they have a Twitter account or not. These mes-
sages can now include text, images, videos, and links.

Text messages, on the other hand, are private, short 
messages commonly sent between two people typically 
through a mobile phone. These messages are typically 
used for more personal and informal communication. 
Unlike Twitter, text messages are not public and can only 
be seen by the sender and recipient(s). Commonly, texts 
only go privately to a single recipient (but groups can be 
set up), while Twitter tweets can be viewed by the public.

As with SMS, one can use Twitter to send private 
tweets, but Twitter is mainly focused on social sharing. 
By default, anybody can see one’s tweets. Users who want 
to “follow” someone will automatically see that person’s 
messages on their Twitter page, and those who follow you 
will see your tweets on their Twitter page. Unlike many 
other social media sites, one can follow anyone you want 
on Twitter, even without their permission.

Tweet format and content
There are about 30 fields of information inside of each 
tweet, and the tweet is contained in the data portion of 
the TCP/IP internet packet. Overall, the content and pur-
pose of a Twitter tweet can vary greatly, but it is typically 
a short and concise message. Format features include:

1. Character limit: A Twitter tweet can have a maxi-
mum of 280 characters, including spaces and punc-
tuation. This limit was increased from 140 characters 
in 2017.

2. Image and video: A Twitter tweet can also include 
an image or video, which will be displayed within the 
tweet.

3. URL (Universal Resource Locator): A Twitter tweet 
can include a URL link, which will be shortened 
using Twitter’s URL shortening service. Shortened 
links permit one to include long URLs in a message 
while staying under the character limit of the tweet. 
The link shortening process uses information such as 
link click frequency to estimate relevance. This pro-
cess also guards against malicious sites that distribute 
malware.

4. Hashtags: Hashtags are keywords preceded by the "#" 
symbol that help categorize tweets and make them 

discoverable by others. Twitter users can include 
hashtags in their tweets to increase the visibility of 
their message.

5. Mentions: Twitter users can mention other users in 
their tweets by including the "@" symbol followed by 
the username. Mentioning another user will notify 
them of the tweet and increase the visibility of the 
tweet to their followers.

Content features in addition to the text also include 
emoticons and emoji which users employ to add an emo-
tional or visual element to their tweets. Retweets and 
quotes allow users to also resend and quote tweets from 
other users to share other people’s content with their 
followers.

Hashtags are now a key feature of Twitter that were 
first introduced in Twitter in 2007 and have since become 
a popular feature on the platform. They can be used to 
participate in conversations and events, follow trend-
ing topics, and amplify the reach of your tweets. They 
are commonly used to create a Twitter chat or to organ-
ize an event. Twitter hashtags are keywords or phrases 
that are preceded by the hash symbol (#) and are used to 
categorize and organize content on the platform. When 
a user includes a hashtag in a tweet, it makes the tweet 
readily discoverable to those who search for that particu-
lar hashtag. Hashtags can also be used to add context to 
one’s tweets or to express a particular sentiment or emo-
tion. To create a hashtag, all one needs to do is include 
the hash symbol (#) before a word or phrase in the tweet. 
Hashtags can contain letters, numbers, and underscores, 
but not spaces or special characters. Hashtags should be 
short and easy to remember and relevant and specific to 
the main topic. Using hashtags that are already popular 
will increase the reach of the tweet.

Methods
The Twitter API (Application Programming Interface) 
is a set of tools and specifications which allow program-
mers to interact with Twitter’s platform and access its 
data. With the Twitter API, developers can create appli-
cations that can perform actions such as posting tweets, 
retrieving user information, or searching for specific 
tweets or topics. The API also provides access to real-
time streaming data, allowing developers to monitor live 
tweets and trends as they occur. The Twitter API is com-
monly not only used by developers to build social media 
management tools, analytics platforms, and other appli-
cations that incorporate Twitter data, but by researchers 
to study twitter content. Fields of information available 
through the Twitter API include the text of the tweet 
plus: date and time tweet sent, latitude and longitude of 
sending devices, origin place information, type of device 
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used, information about sending entity, retweet count, 
favorite count, and hashtags.

To use the Twitter API, one first needs to create a Twit-
ter account. Today that has to be a developer account. 
Once a developer account is approved, one creates a new 
Twitter App and generates the required API keys and 
access tokens. One will need to choose the appropri-
ate programming language (typically R or Python) and 
library that will be used to make the API requests. Next 
one uses the chosen library functions to send requests 
to the Twitter API, passing in the API keys and access 
tokens. This process is shown in the block diagram in 
Fig. 1.

Text data mining
Text data mining deals with helping people and comput-
ers understand the “meaning” of a text document. Text 
data mining is commonly used in the business world by 
companies to go through their unstructured text to find 
out how their customers feel about their company and 
their products/services. In contrast, structured data are 
found in spreadsheets, relational databases and data 
warehouses, whereas unstructured text is the form in the 
form of emails, blogs, tweets, likes, etc.

Text mining can discover valuable, non-trivial, and pre-
viously unknown information from large collections of 
unstructured data. It involves various techniques such as 
machine learning and natural language processing (NLP) 
to extract meaningful insights and patterns from volumes 
of text data. Some common applications of text data min-
ing include sentiment analysis, emotional analysis, topic 
modeling, named entity recognition, document classi-
fication, and information extraction. The overall goal of 
text data mining is to automatically identify and extract 
relevant information from unstructured text data, mak-
ing it easier for businesses, organizations, and research-
ers to make data-driven decisions.

Twitter data mining
Twitter data mining refers to the process of collecting, 
cleaning, transforming, and analyzing data specifically 
from Twitter. The data collected from Twitter can be in 
the form of tweets, hashtags, mentions, and other rele-
vant information. Twitter data mining is commonly used 
for various purposes such as:

1. Sentiment analysis: to determine the sentiment of 
tweets and understand public opinions about a par-
ticular topic, product, or event.

2. Emotional analysis to discover specific emotions 
embedded in the tweets

3. Marketing research: to gather insights about cus-
tomer preferences, buying behavior, and product 
reviews.

4. Trend analysis: to identify trending topics and under-
stand what people are talking about on Twitter.

5. Event analysis: to track events as they happen and 
gather real-time insights about them.

6. Social network analysis: to identify influencers and 
study the spread of information on Twitter.

The insights obtained from Twitter data mining are 
used by businesses, organizations, and governments to 
make informed decisions and commonly to develop tar-
geted marketing strategies.

Data mining and public health
Data mining is a valuable tool for the public health sector 
and in particular for the study of disease causes, disease 
spread, and pandemics as it allows researchers to analyze 
large amounts of unstructured and structured data and 
extract meaningful insights from it [24]. During a pan-
demic, large amounts of structured data are generated 
from various sources, including medical records, surveil-
lance systems, surveys, and demographic data. A num-
ber of studies have used structured data in online health 
databases such as PubMed or Medline to study health 
related issues [6, 8, 27]. The use of these structured stud-
ies is most appropriate for historical events rather than 
pandemic situations in real time. Traditional surveys via 
telephone, email, or web forms also provide structured 
medical data [28]. Today much unstructured data are also 
typically available in the form of social media posts, and 
this is available in real time. Pandemic data mining can 
help researchers to:

1. Track the spread of the disease: Data mining algo-
rithms can be used to map the spread of the dis-
ease over time and space. This information can help 
researchers understand the dynamics of the disease 
and the factors that influence its spread.

Fig. 1 Twitter API process block diagram
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2. Identify risk factors: By analyzing demographic data, 
medical records, and other relevant information, data 
mining can help researchers identify risk factors for 
severe disease outcomes. This information can be 
used to guide targeted interventions and prioritize 
resources.

3. Predict disease outbreaks: Predictive models based 
on data mining algorithms can be used to forecast the 
spread of the disease and predict future outbreaks. 
This information can be used to inform public health 
response efforts and prepare for future pandemics.

4. Evaluate the effectiveness of interventions: Data min-
ing can also be used to evaluate the effectiveness of 
interventions, such as vaccination campaigns and 
public health measures. This information can be used 
to refine and improve public health responses in real-
time.

Overall, pandemic data mining has become a very 
important tool for the study of public health situations 
as it allows researchers to make sense of large amounts 
of complex data and extract meaningful insights that can 
better guide response efforts.

COVID‑19 in 2020
In early 2020, COVID-19 began to spread around the 
world causing crises involving both physical and mental 
health which overwhelmed existing health care systems 
[1, 2]. In March of 2020, COVID-19 forced colleges to 
shut down their physical campuses and transition classes 
to an online format. In the weeks that followed many 
writers, educators, and researchers studied the situa-
tion to determine the sentiment of students, parents and 
other college stakeholders in regard to a variety of related 
issues including the virus, the actions of colleges, the 
mental health of students, and to the effectiveness and 
desirability of online education [9, 11, 13, 15, 21, 25, 36].

One prominent study was the Simpson Scarborough 
National Survey [25] which involved many senior level 
school students who were set to enroll in a traditional 
college or university in Fall 2020. It also included in the 
study many current college students already enrolled in a 
traditional college or university. Key findings in the sur-
vey were:

• Many of the current college students criticized the 
quality of the online education and most said it was 
worse than traditional in-person instruction

• About one tenth of the students planning to attend 
college now would instead choose a two-year com-
munity college, start an online college instead, or 
simply defer college all together–take a “gap year”

Early in the COVID pandemic, social media became 
involved in several manners. Various social media plat-
forms were used to warn people of the impending dan-
gers. Later social media platforms were used to educate 
people into ways to mitigate the physical and mental 
health problems caused by the virus [29]. As evermore 
people practiced isolation and social distancing due to 
COVID, social media were used more not only for busi-
ness but also personal communication [35]. As a result 
of COVID, global investments in pandemic prepared-
ness dramatically increased including various forms of 
modern communication including the internet and social 
media [14]. In contrast, for this study social media is 
being used to study the sentiments of people in regard to 
the virus and its effect upon education.

In this study, a data mining analysis of Twitter tweets 
obtained via the Twitter API will be used to study 
COVID-19 online college sentiment as opposed to the 
traditional survey. While the data gathered here were 
back in 2020, the final report preparation and publica-
tion were delayed to limitations placed by the ongoing 
COVID pandemic on resources and collaboration.

Sentiment analysis
Sentiment analysis, often called opinion mining, is a sub-
set of NLP that focuses on determining the sentiment 
expressed in a piece of text, such as a social media post, 
a product review, or a news article. The goal of sentiment 
analysis is to classify a given text as having a positive, 
negative, or neutral sentiment. There are several tech-
niques used in sentiment analysis, including:

1. Rule-based approaches: In this method, a set of rules 
and lexicons (lists of words with associated sentiment 
scores) are used to classify the sentiment of a text. 
For example, words like "awesome" and "fantastic" 
may be associated with a positive sentiment, while 
words like "terrible" and "disgusting" may be associ-
ated with a negative sentiment.

2. Machine learning approaches: In this method, 
machine learning algorithms, such as support vec-
tors, decision trees and forests, and neural networks, 
are trained on a large annotated dataset to identify 
patterns and make predictions about the sentiment 
of new texts.

3. Hybrid approaches: This method combines rule-
based and machine learning-based approaches to 
leverage the strengths of both methods and improve 
the accuracy of sentiment analysis.

Sentiment analysis has numerous applications, includ-
ing social media monitoring, customer feedback analysis, 
and opinion mining. It can be used by businesses to gain 
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insight into their customers’ opinions and preferences, 
by governments to track public sentiment about political 
issues, and by researchers to study the spread of informa-
tion and ideas online.

It is important to note that sentiment analysis is a chal-
lenging task, and the accuracy of sentiment analysis can 
be influenced by factors such as the complexity of the 
text, the use of sarcasm and irony, and the cultural con-
text of the text.

Sentiment and emotion lexicons
A sentiment lexicon, also known as a sentiment diction-
ary or sentiment word list, is a list of words and phrases 
that are associated with a particular sentiment, such as 
positive, negative, or neutral. Sentiment analysis lexicons 
are used in rule-based natural language processing to 
perform sentiment analysis, which involves determining 
the overall sentiment expressed in a piece of text.

A typical sentiment analysis lexicon contains a list of 
words and phrases, along with their associated sentiment 
scores. The sentiment scores can range from − 1 (strongly 
negative) to 1 (strongly positive), or be assigned to one of 
several categories, such as positive, negative, and neutral.

Sentiment analysis lexicons can be constructed in sev-
eral ways, including manual annotation, using crowd-
sourced data, or using machine learning algorithms. The 
accuracy of a sentiment analysis lexicon strongly affects 
the quality of the results of sentiment analysis, so it is 
important to choose a lexicon that is well-suited for the 
specific task and language being used.

A text data mining emotion lexicon, also known as an 
emotion dictionary or emotion word list, is a list of words 
and phrases that are associated with specific emotions, 
such as joy, anger, sadness, and fear. Emotion lexicons 
are used in rule- based text data mining to perform emo-
tion detection, which involves determining the emotions 
expressed in a piece of text.

A typical emotion lexicon contains a list of words and 
phrases, along with their associated emotion scores. For 
example, words like "excited" and "joyful" may be asso-
ciated with the emotion of joy, while words like "angry" 
and "frustrated" may be associated with the emotion of 
anger. Like sentiment lexicons, emotion lexicons can be 
constructed in several ways, including manual annota-
tion, using crowd-sourced data, or using machine learn-
ing algorithms.

Results and discussion
In order to access and select Twitter tweets, one needs 
to write a program to call the Twitter API function and 
specify the search parameters. The search parameters 
for this study include the language, start date, end date, 
and keywords. Many methods, tools, and languages have 

been used for unstructured text analysis. Commonly 
used languages are R and Python, and many tools are 
available for each language in the form of open source 
packages (libraries).

For this research, an R program script file was created 
to access the Twitter API. The choice of R over Python 
is just the author’s preference as both languages have 
available libraries for the Twitter interface. Set (vector) 
processing and SQL program level functions are directly 
available in the R language.

The R program was run weekly between May and 
August of 2020. The first run in May represents the early 
sentiments when the pandemic became widespread in 
the USA and most colleges switched to online mode, 
and the last run in August represents the sentiments just 
before college started back up after the summer break. 
Thus the study provided not only comparative sentiment 
for those two critical points in time but also the full lon-
gitudinal analysis.

Each run of the R program downloaded the last six 
weeks of recent English language tweets containing the 
words "covid," "online," and "college." The R rTweet pack-
age was used. Search terms and other non-relevant terms 
(i.e., http, https, etc.) were stripped out.

The R tidyverse package was used for data cleaning 
and text processing. Tidyverse consists of open source 
R packages completed by Hadley Wickham [31–33]. The 
group of packages provide for an underlying design phi-
losophy, grammar, and data structures for text process-
ing, so called tidy data. Tweets were converted to tidy 
format, and the text was further converted to lowercase, 
punctuation was removed, and stop words (a, an, the, 
etc.) were also removed.

Next the count of each word was found, and a plot of 
word count in ascending order was plotted (via R ggplot 
function). Next a “word cloud” drawn using the R word-
cloud package. Then a sentiment analysis was performed 
for both positive/negative sentiments and for standard 
emotions.

There are several commonly used lexicons for discover-
ing the opinions and/or emotions expressed in the text. 
The tidytext package provides access to several lexicons, 
including:

• AFINN by Finn Arup Nielsen [19]
• BING by Bing Liu [5]
• NRC by Saif Mohammad and Peter Turney [16]

These lexicons provide a correlation between words 
and positive/negative opinions and/or specific emotions 
as anger, anticipation, disgust, fear, joy, sadness, surprise, 
and trust. NRC groups words into these specific emotion 
categories, whereas BING places words into positive and 
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negative categories. AFINN associates words with a score 
between negative five and plus five for negative versus 
positive sentiment.

For the sentiment data analysis, one needs to first com-
bine the data table containing the count for each word 
with the data table from a lexicon containing the senti-
ment score for each word. BING was used for positive/
negative sentiment analysis, and the R inner join func-
tion was used to combine the word counts with the BING 
lexicon sentiments. The next step in the data analysis is to 
sort and group together the resulting joined table entries 
by sentiment. The final step is to then add up the entries 
for each sentiment to get a total sentiment score. In R 
one can perform these data analysis steps via a traditional 
nested “for loop” or use the R vector manipulation func-
tions. However, a more direct set processing method is 
also available using SQL (Structured Query Language) 
as is commonly done in business applications with rela-
tional database tables. The R sqldf package was used so 
that SQL statements could be used to manipulate the R 
tidydata data frames, here using the SUM and GROUP_
BY functions; a code example is:

NRC was used for emotional analysis by doing an 
inner join of our word counts with the NRC lexicon. The 
R sqldf package was again used so that SQL statements 
could be used to manipulate the R tidydata dataframes, 
again using the SUM and GROUP_BY functions; a code 
example is:

The R qplot function was then used to visualize the 
emotional analysis.

bing<-get_sentiments("bing")

count.words.bing<-inner_join(count.words, bing)

head(count.words.bing)

library(sqldf)

y<-count.words.bing

w<-sqldf("select sentiment, sum(n) as s from y group by sentiment")

nrc<-get_sentiments("nrc")

count.words.nrc<-inner_join(count.words, nrc)

z<-count.words.nrc

x<-sqldf("select sentiment, sum(n) as s from z where 

sentiment!='positive' and sentiment!='negative' group by sentiment")

Word clouds
The chart in Fig. 2 was created to itemize the top words 
appearing in the tweets:

However, a "Word Cloud" is perhaps a more effective 
and visually appealing graphic utilizing text size for visual 
emphasis of words weighted by their frequency of occur-
rence. It is easy to portray prominent words. Here the 
cloud shows the 100 most common words with the font 
size related to the word frequency. The initial word cloud 
is shown in Fig. 3.

Initial sentiment and emotion analysis
The initial May 6 2020 sentiment analysis was 44.9% neg-
ative and 55.1% positive. It was surprising to see more 
positive than negative considering the apparent more 
negative press on the subject. The initial emotional analy-
sis is shown in Fig. 4, and it was surprising to see the trust 
emotion so high.

Longitudinal analysis
The R script was rerun weekly in 2020 between May 6 
and August 10. Each time the last six weeks of tweets 

are analyzed. The number of positive and negative items 
were entered into Excel each week, and then plotted ver-
sus time producing the moving average plot in Fig. 5. As 
can been seen, attitudes were becoming more negative as 
the summer progressed.

Final sentiment and emotion analysis
Shown in Fig.  6 is the final emotional analysis on 
August 10, 2020. It is now 65% negative and only 35% 
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positive. Trust and anticipation are still high, but there 
is more anger, fear, and disgust. This is consistent with 
surveys as the Simpson Scarborough National Survey.

Conclusions
In this paper, textual data mining has been used to gain 
insight into the feeling of Twitter users for the effect 
of COVID-19 on college education and the switch to 
online mode. Tweets were downloaded from Twitter 
using an R program written to select relevant English 
language tweets. The program was run weekly from 
May to August of 2020. Each week’s downloaded and 
mined data provided a viewport into users’ feelings via 
sentiment analysis. It was found that:

• The initial May 6 2020 sentiment analysis was 44.9% 
negative and 55.1% positive

• The initial emotional analysis showed strong for 
“trust” and “anticipation”

• The final August 10 2020 sentiment analysis was 
65% negative and only 35% positive

• The final emotional analysis still showed strong for 
“trust” and “anticipation,” but “anger,” “fear,” and 
“disgust” were higher

• The longitudinal analysis over the summer of 2020 
showed increasingly negative sentiment and reduc-
ing positive sentiment

Fig. 2 Word counts

Fig. 3 Word cloud
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Our first research question was:

• Can valuable and definitive sentiment information be 
obtained from Twitter comparable to what might be 
obtained from a traditional survey?

The Twitter text mining analysis provided very similar 
overall results as the traditional survey, but at a much 
lower cost and time. The survey can, however, provide 
more detailed information. The next research questions 
were:

Fig. 4 Initial emotional scores

Fig. 5 Sentiment over time
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• Are people’s sentiments positive or negative in regard 
to moving to online education due to COVID?

• Did people’s sentiments change from the time 
schools ceased physical operation and moved to 
online education to the time when the next semes-
ter started in the late summer of 2020?

It was found that the public’s sentiment about COV-
ID’s forcing schools to online education was mixed, but 
somewhat more negative. Over the time between the 
initial school closings and the start of the fall term, the 
public’s sentiments became more negative. Thus, this 
paper has demonstrated both the process of text data 
mining and its application to current real-world issues.
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